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Introduction

Linear logic is a refinement of classical and intuitionistic logic. Instead of emphasizing truth, as in classical
logic, or proof, as in intuitionistic logic, linear logic emphasizes the role of formulas as resources.

Logic, or at least proof-theory, is focused on formal proof systems: intuitionistic predicate calculus,
classical predicate calculus, arithmetics, higher order calculi, and a wealth of similar consistent and structured
sets of process-building rules. Intuitionistic and constructive logic began when people saw the possibility of
reading A → B as if you give me an A, I will give you a B, which is a significant departure from the classical
reading B is true whenever A is.

Computer science, on the other hand, focuses on computational mechanisms: function application, ex-
ception handling, method invocation in object oriented languages, variable assignment and similar sets of
process-building rules. Except that the mechanisms of these processes have to made explicit: a function of
type A ⇒ B gives a formal account of how to transform an A into a B.

At a given moment these two sciences met. People realized that the set of implication-only intuitionistic
deductions was a core functional language called simply-typed lambda-calculus: the programming language
was a logic, the logic a programming language. This memorable meeting was called the Curry-Howard
isomorphism.

Linear logic begins with a further twist in the reading of A → B: read now give me as many A as I might
need and I will give you one B. The notion of copy which is so central to the idea of computation is now
wired into the logic.

This new viewpoint opens up new possibilities, including:

– new formulas expressing refined operational properties like give me A once and I will give you B. Appli-
cations here range from knowledge representation in AI, refined logic programming where the ability of
linear logic to represent states is put to use, analysis of classical logic and computational interpretations
thereof, namely exception mechanisms in programming languages, by means of embeddings in linear
logic, refined temporal logics, linearity analysis.

– new rules expressing constraints on the use of copies resulting in a fragment of linear logic for polytime
computations to mention only the most spectacular application.

– new ways of representing proofs



Practicalities

Instructors: Marco Gaboardi, Alberto Momigliano and Carsten Schürmann

Dates and time: April 28–May 11, 2011, 10am – 12:30am .

Duration: 24 hours.

Location: Sala Riunioni primo piano.

Pedagogical outcomes and prerequisites The course will provide the students with the tools to understand
linear logic from a proof and model theoretic point of view. On top of that, students will learn how to use
the state-of-the art (concurrent) linear logical framework and logic programming language Celf [8] from its
main author. The only prerequisites to attend the course are a basic knowledge of logic and some exposition
to logic programming.

Exams: Students wishing to take the course for credits will be asked to develop a small project with liner
logic programming. Other modalities are possible, subject to agreement with one of the instructors.

Part 1: Alberto Momigliano. Introduction to linear logic (4 hours, April 28,29 )

Lect 1 Introduction, motivation, applications [3].
Lect 2 Proof theory of linear logic [7].

Part 2: Carsten Schürmann. Linear Logical Programming (12 hours, May 2–6)

Lect 1 Backward Chaining Linear Logic Programming. We start with a gentle introduction to theory, and back-
tracking, followed by a tutorial introduction to the Celf system [6, 8]. To experience some programming
practice we will focus on the blocks world, and program it.

Lect 2 Forward Chaining Linear Logic Programming. We will learn the basics of multiset-rewriting and its
relationship to linear logic programming [9].

Lect 3 Applications. We will further exercise linear logic programming as a way of introducing some interesting
test-cases.

Lect 4 Concurrent Logic Programming. We will study the concept of evidence in Celf, saturation, and confluence.
Lect 5 Epistemic Logic Programming. Certificates for authorization [4] and security.

Part 3: Marco Gaboardi. Semantics of linear logic (8 hours, May 9–11)

Lect 1 Phase semantics as a model for provability : definition, interpreting the formulae, applications. [5].
Lect 2 Game semantics as a model for proofs: definition, interpreting the proofs, applications [1].
Lect 3 Geometry of interaction as a model for normalization: definition, interpreting the reduction, applications

[2].
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Goldberg, Magnús M. Halldórsson, Anna Ingólfsdóttir, and Igor Walukiewicz, editors, ICALP (2), volume 5126
of Lecture Notes in Computer Science, pages 336–347. Springer, 2008.

3


